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Abstract 
Background and Aim: Foundations and mech-

anisms of auditory scene analysis (ASA) in-

cluding segregation and integration were 

especially reviewed in the study. I focused on 

the related studies using event-related potentials 

(ERPs). 

Recent Findings: Publications on ASA using 

ERPs from 1971 to 2014 indicate neural mech-

anisms of ASA in central auditory system. 

Conclusion: ASA results in recognition of 

different sound stimuli in the competing sound 

environment. The neural mechanisms of this 

process could be studied comprehensively using 

ERPs with good temporal resolution. 

Keywords: Auditory scene analysis; event-

related potentials; segregation; integration 

 

Introduction 

In order to receive target auditory information in 

complex environment, we should detect a 

discrete sound source. For this matter, acoustic 

features of the sound sources must be 

segregated and then integrated in the right 

fashion. The segregation process is conducted in 

both time (sequential segregation) and freq-

uency planes (simultaneous segregation). 

Without this ability, auditory stimuli are 

received in a complex way and auditory 

perception is impossible [1]. 

We often experience a complex acoustic enviro-

nment with auditory information originating 

from several simultaneously active sources that 

often overlap in many acoustic parameters. 

However, we are able to identify auditory 

events and hear distinct auditory objects. 

Auditory scene analysis (ASA) is the process 

involving the ability to segregate those sound 

inputs that originate from different sound 

sources and integrate those that belong together 

[2]. Accordingly, segregation and integration 

processes are two fundamental aspects of ASA 

[3]. 

Bregman believes that auditory segregation of 

different sound stimuli is conducted based on 

their different frequencies and harmonic 

relations. The formation of auditory streams is 

the result of processes of sequential and 

simultaneous segregation. Sequential segrega-

tion separates and connects sense data over 

time, whereas simultaneous segregation selects 

those components that are probably parts of the 

same sound, from the data arriving at the same 

time [1]. Both processes are foundations of 

auditory stream formation and finally perceptual 

representation in central auditory nervous 

system [1]. 

Generally, ASA theory explains how the 

auditory system makes a relation hypothesized 

so the Gestalt’s regularities play an important 
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role in the organization of sound elements [1]. 

From this point of view, ASA has the following 

procedures: 

1- Procedures related to perceptual organization 

of concurrent acoustic elements 

2- Procedures related to perceptual organization 

of sequential acoustic elements 

These procedures are based on regularities such 

as physical similarity and temporal proximity 

induced to integrate and segregate components 

of the complex acoustic environment to per-

ceptual representations of auditory sources or 

auditory objects [1]. For example, if sounds 

differ widely in frequency, intensity, and spatial 

locations, they are more probably segregated 

and represented. In contrast, if sound com-

ponents have related harmonics or their inten-

sity rises and falls are in the same relation, they 

are more likely to be perceptually grouped and 

assigned to a single source. Many of these 

procedures are indicated automatically or 

primitively because they could be found in 

infants [4] and animals such as birds [5,6] and 

monkeys [7]. The consequences of these pre-

attentive processes (bottom-up) may be 

modulated and more detailed analysis by 

controlled processes (top-down). While the pre-

attentive processes group sounds based on 

physical attributes, controlled schema-driven 

processes use prior knowledge to constrain the 

auditory scene and finally induce our 

perceptions to consistent with previous 

experience [1]. It is indicated that schema-

driven processes depend on previous auditory 

experiences acquired through learning and a 

comparison of the incoming sounds with their 

representations. In a complex auditory envi-

ronment such as the cocktail party situation, the 

use of prior knowledge and experience are 

especially important to correctly assign any 

sounds to their sources. The aforementioned 

information indicated ASA important role in 

auditory world and auditory object perception. 

Many studies using auditory electrophysiologic 

responses titled event related potentials (ERPs) 

have been conducted for ASA and its role in 

speech perception and auditory attention effects 

on this process. How the brain uses ASA in 

temporal domain is one of the most important 

questions in auditory related studies especially 

auditory neuroscience. There are a lot of amb-

iguities about the ASA such as its neuro-

physiologic mechanisms that could be studied in 

more detail with auditory electrophysiologic 

responses. 

 

Auditory scene analysis and event-related 

potentials 

ERPs are a powerful measure for examining 

time related information about ASA because 

these potentials allow for the examination of 

neural activity within hundreds of milliseconds 

after the presentation of a sound stimulus [8]. In 

addition, ERPs can be used to measure the 

effect of auditory and visual attention on ASA 

[9]. Generally speaking, ERPs reflect the 

synchronous activity from large neuronal popu-

lations that are time-locked to sensory or 

cognitive events [8]. Hence, auditory ERPs 

represent a processing pathway of auditory 

information from the cochlea through the 

brainstem to the primary auditory cortex and to 

more active cortical areas. Brainstem auditory 

evoked potentials have been recorded between 1 

and 10 ms after stimulus onset. Middle-latency 

evoked potentials arise between 10 and 50 ms 

after stimulus presentation and are assumed to 

reflect the activity of the primary auditory 

cortex. Long-latency evoked potentials arise 

after 50 ms and include the p1, n1, and p2 

waves. n1-p2 complex, mismatch negativity 

(MMN), and object-related negativity (ORN) 

have been studied more than the other potentials 

because their presence indicates acoustic signal 

detection and its variations. These responses are 

only present when a transient auditory stimulus 

is audible. One of the most important diff-

erences of these responses is stimulus paradigm 

that is introduced in the following sections. 

Finally, the conscious identification of an 

auditory event is often associated with a late 

positive wave peaking between 250 and 600 ms 

post-stimulus, referred to as the P300 or P3b 

[10,11]. 

 

n1-p2 complex  
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The n1-p2 complex is an obligatory ERP that 

can reflect central auditory speech 

representation without active participation [11-

15]. This complex opens a window to the brain 

and is one of the first auditory electro-

physiologic evidence of ASA. The n1-p2 

complex is also the appropriate index for 

evaluating persons with communication or 

cognitive problems. n1 response has peak 

amplitude in frontal and central regions [16]. 

Dependent on stimulus duration, n1 component 

has been displayed as a negative deflection 

approximately in 100 ms followed by positive 

peak with latency of 200 ms (Fig. 1) [17,18]. 

Based on some studies, n1-p2 complex is more 

stable on Cz electrode showing the reliable 

latency or amplitude results from test to retest 

[19,20]. It is thought that this complex is 

reflecting synchronous neural activation of 

structures in the thalamic-cortical segment of 

the central nervous system in response to 

auditory stimulation [18,21,22]. Many studies 

indicated that the n1-p2 complex is indexing 

neural underpinnings of spectral and temporal 

attributes of speech language, and demon-

strating the initial levels of shaping ASA for 

speech perception with good temporal resol-

ution [18,23,24]. In the following studies, the 

application of this complex was reported for 

investigation of ASA procedure between normal 

people and people with communication dis-

orders such as hearing impairment. Talebi et al. 

compared the n1-p2 complex as an index of 

concurrent speech segregation between normal 

and hearing impaired children. In this study, 

responses of central auditory system have been 

evaluated by speech stimuli (double vowels). 

The results showed the significant decrease of 

n1-p2 amplitude in children with hearing loss. 

This study demonstrated the significant problem 

in speech stimuli detection because of segre-

gation and/or ASA problems [25]. In another 

study, Talebi et al. indicated that this complex 

could be used to monitor the improvement of 

concurrent speech segregation in hearing 

impaired children receiving auditory rehabili-

tation. Results showed the improvement of 

concurrent speech segregation skills and ASA 

indexed by amplitude increase and latency 

decrease of the n1-p2 complex (Fig. 2) [8]. Ohl 

and Scheich [26] and Gutschalk et al. [27] also 

showed the good correlation between n1-p2 

amplitude and detection of F0 differences. This 

result was thought to reflect activity of higher-

order auditory system during the presence of 

two sound sources. In addition, F0 differences 

have been assumed to activate a different 

population of neurons. Consequently, these 

findings indicated that changes of sensory 

evoked responses are not only reflecting 

stimulus-related activity but also sound stream 

perception. 

 

Mismatch negativity  

One of the most important components of ERPs 

is mismatch negativity (MMN) which reflects 

sound change detection (Fig. 3) [28]. This 

component is generated within auditory cortices 

and is usually evoked within 200 ms of sound 

change [29]. Like the n1-p2 complex, MMN 

indexes first levels of sound change detection; 

the reflection of auditory stimulus segregation. 

The difference between n1-p2 complex and 

MMN is related to generation regions and 

dependency on auditory memory. Evidence 

indicated that the underlying mechanisms of 

MMN involve sensory memory [30]. The neural 

representations of the acoustic regularities, often 

called the standard, which are shaped from the 

repetitive sound sequence, are maintained in 

memory and form the basis for the change 

detection process. New incoming sounds devi-

ate from the neural trace of the standard elicit 

MMN. Thus, the presence of the MMN can be 

the index of standard stimuli store in the 

Fig. 1. n1-p2 complex with approximate 

latency of 100-200 ms [58]. 
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memory. Using a simple auditory oddball 

paradigm in which an oddball is presented 

randomly among frequently repeated sounds 

elicits MMN. The random stimulus can be 

deviant from standard stimulus in frequency, 

intensity, duration, or spatial location. It is 

important to notice that MMN is not simply 

elicited when there is a frequent and an 

infrequent tone presented in the same sequence. 

MMN generation depends on detection and 

storage of the regularities in the sound 

stimulation. The detected regularities make the 

auditory context from which deviance detection 

occurs. Thus, MMN is highly dependent on the 

context of the stimuli [4,31,32]. In the auditory 

environment, the auditory input segregation is a 

critical step that allows perception of complex 

sound such as speech in a crowd. There is 

considerable ERP evidence to suggest that 

auditory memory can hold information about 

independent multiple sound streams, segre-

gation of auditory inputs to distinct sound 

streams, and attention effects this process 

[4,33]. Automatic segregation and following 

integration of sound stimuli could facilitate the 

ability to select information. From this point of 

view, attention does not have a role in the first 

levels of sound organization. However, it can 

modify the organization of the sound input, 

which then influences how the information is 

stored and used by later processes (e.g. the 

MMN process). Based on this information, 

auditory attention is needed for understanding 

complex auditory stimuli such as speech or 

music [33]. 

 

Integration processes and mismatch nega-

tivity 

Most often, the perception of a sound event is 

dependent on the sounds that surround it even 

when the sounds are not in close temporal 

proximity. Thus, changes in the larger auditory 

context have been shown to affect processing of 

the individual sound elements [34]. The ability 

of the auditory system to detect contextual 

changes plays an important role in auditory 

perception. Sussman and Winkler, studied the 

contextual effects on auditory event formation 

[34]. They showed that the presence or absence 

of single deviants (single frequency deviants) in 

a sound sequence that also contained double 

Fig. 2. Effects of auditory rehabilitation on improvements of n1-p2 components: latency decrease and 

amplitude increase. Dark, thin, and dotted waveforms have been recorded before, 3 and 6 months 

after auditory training respectively [8]. 

 

Fig. 3. Mismatch negativity (MMN) that has 

been recorded by oddball paradigm [59]. 
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deviants (two successive frequency deviants) 

created different contexts for the evaluation of 

the double deviants (Fig. 4). In this study, the 

double deviant stimuli may be processed either 

as unitary auditory event (one MMN) or as two 

successive events (two MMNs). These results 

depend on the auditory context. It is indicated 

that the change of response to the one and 

double deviants eliciting one to two MMNs is 

gradual. It took up to 20 s after the onset or 

cessation of the single deviants before the MMN 

response to the double deviants reflected the 

context change. This condition shows the ability 

of the auditory system in maintaining the 

current context until enough evidence is 

accumulated to establish that a true change 

occurred, thus avoiding miscalculations in the 

ongoing sound environment. The results in-

dicated that the auditory system maintains 

contextual information and monitors for sound 

changes within the current context, even when 

the information is not relevant for behavioral 

goals [34]. 

 

Relationship between segregation and inte-

gration in ASA 

Based on the ERP results of the segregation and 

integration processes of sound stimuli, it is 

indicated that a) segmentation of auditory input 

can occur without paying attention to the 

sounds, and b) contextual factors can influence 

how auditory events are represented in memory. 

There is strong evidence that segregation is an 

earlier, primitive process (based on acoustic 

features of auditory inputs) than integration, 

which is schema-based (auditory experience and 

knowledge) [1,32,35,36]. Both processes make 

a hearing a single speech stream in a crowded 

room possible. The MMN is an index of using 

this information (the segregated input and 

neural representation of the relevant context) as 

the basis for detecting what has changed in the 

environment. Auditory attention modifying the 

initial organization of the sound input affects 

event formation and how the information is 

represented and stored in memory [9,37,38]. 

Kujala et al. using MMN investigated the 

segregation of speech sounds in children with 

dyslexia. They showed the differences between 

brain procedures of discrimination and recog-

nition of sound changes between dyslexic and 

normal children. In addition, their results 

indicated that there were deficits in processing 

and attention procedures, and speech perception 

difficulties related to speech sound segregation 

in dyslexic children [39]. Lepisto et al. studied 

segregation and integration of auditory streams 

indexed by MMN in children with Asperger’s 

syndrome. These children have some problems 

in detection of speech stimuli and attention to 

these sounds in crowded environments. In this 

study, there were MMN differences (amplitude 

decrease and no response) between these 

patients and normal children. The results of this 

study indicated difficulties in concurrent segre-

gation and integration of auditory streams 

followed by speech perception difficulties in 

noisy environments [40]. It could be said that 

Fig. 4. Two deviant stimulus paradigms used to show one or two MMNs dependent to context of 

stimulus [34]. 

 

One MMN 

Two MMNs 
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there is a unique connection between segre-

gation, integration of auditory stimuli, and 

auditory attention effects indexed by auditory 

electrophysiologic responses such as MMN. 

Also, MMN component could be used to mon-

itor the changes of ASA with good temporal 

resolution. 

 

Object-related negativity  

One way of investigating the neural bases of 

concurrent sound segregation is using the 

mistuned harmonic paradigm. In this paradigm, 

the listener is usually presented with two succe-

ssive stimuli, one comprised of totally harmonic 

components, the other with a mistuned 

harmonic. The task of the listener is to identify 

the stimulus stream containing mistuned 

harmonics. Several factors influence the per-

ception of the mistuned harmonic including the 

degree of inharmonicity and sound duration 

[41,42]. Alain et al. indicated that when the 

harmonic in the complex sound was mistuned 

from its original value by more than 4%, 

listeners heard it as a separate tone. This 

condition could be shown by Object-related 

negativity (ORN) [43]. This response overlaps 

in time with the n1 and p2 deflections and has a 

latency of 150 ms (Fig. 5). It is observed in 

school-aged children [44]. The ORN can be 

recorded for stimuli that are unattended, such as 

when participants ignore the stimuli and read a 

book of their choice or watch a subtitled movie. 

Recording this response in an unattended 

condition likely indicates that concurrent sound 

segregation occurs independent of a listener’s 

attention. The ORN amplitude is usually the 

largest at central and frontocentral sites and 

inverts polarity at the mastoid sites. It is 

indicated that its generators are located in the 

supratemporal plane within the sylvian fissure 

[44]. The ORN shows some similarities in 

latency and amplitude with MMN. Like the 

ORN, the MMN also has a frontocentral distri-

bution and its latency peaks at about 150 ms 

after the onset of deviation. Both ORN and 

MMN to acoustic stimuli could be assumed to 

index bottom-up processing of ASA [45,46]. 

Despite the similarities, there are differences 

between these responses. One of the most 

important differences is that while MMN is 

highly sensitive to the perceptual context, the 

ORN is not. In addition, the MMN is elicited 

only by rare deviant stimuli whereas the ORN is 

elicited by mistuned stimuli regardless of 

whether they are presented occasionally or 

frequently [46]. Hence, the MMN reflects a 

mismatch between the incoming auditory 

stimulus and what is expected based on recently 

occurring stimuli, whereas the ORN reflects a 

discrepancy between the mistuned harmonic and 

what is expected on the basis of the current 

stimulus. It is indicated that the MMN is an 

index of sequential integration because its 

elicitation depends on the extraction of regul-

arities over several seconds. In contrast, the 

ORN is assumed to index concurrent sound 

segregation and depends on a simultaneous spe-

ctral analysis of the incoming acoustic 

waveform [43]. Also, the ORN and MMN  

can be differentiated based on their scalp 

Fig. 5. A. Mistuned stimulus paradigm used to 

generate ORN. B. ORN (red color) elicited in 

the same latency limits of n1-p2 complex. 

Dark and dotted lines indicate responses of 

tuned and mistuned, respectively [60]. 
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distribution indicating different neural networks 

responsible for concurrent and sequential sound 

segregation. Another difference is different sen-

sitivity of both responses to attention. In some 

studies, it was shown that the ORN was less 

affected than MMN by attention load [45,47]. 

This difference in attentional sensitivity may be 

related to the memory system and its grouping 

procedures. In other words, sequential inte-

gration depends on the integration of acoustic 

information over several seconds (mechanism of 

MMN) while concurrent sound segregation 

depends on the integration of acoustic infor-

mation within hundreds of milliseconds 

(mechanism of ORN) [45,47]. 

 

Speech separation and ERPs 

Based on the aforementioned information, ASA 

could be indicated as basic procedure in 

processing of complex auditory stimuli such as 

speech. From this point of view, acoustic 

elements could be integrated as linguistic units 

including phonemes, syllables, and words after 

the primary segregation of auditory inputs 

occurs. In this field, there are a lot of behavioral 

and electrophysiologic studies using speech 

stimuli such as vowels and consonants [48-50]. 

Psychophysical studies have shown that when 

listeners are presented with two different vowels 

simultaneously, the identification rate improves 

with increasing separation between the funda-

mental frequencies (F0) of the two vowels 

[48,49]. Some studies have been conducted with 

similar paradigm to investigate the time course 

of neural activity associated with concurrent 

vowel segregation [25,43,51]. In these studies, 

participants were informed that on each phase 

two phonetically different vowels would be 

presented simultaneously and they were asked 

to identify both by pressing the corresponding 

keys on the keyboard as the difference in F0 

varied from phase to phase. These studies 

indicated that a listener’s ability to identify both 

vowels improved by increasing the difference in 

F0 between the two vowels. Also, it is showed 

that the listener’s ability to identify two con-

current vowels improved with training, and that 

improvement was associated with decreased n1 

and p2 latencies and an increased p2 amplitudes 

[8]. These learning-related changes in sensory 

evoked responses may reflect functional and 

structural changes in auditory cortex reflecting 

an increase in listener expertise with such 

stimuli. The correct identification of concurrent 

vowels depends on a listener’s ability to detect 

the presence of two signals (automatic segre-

gation), identifying these individual signals and 

to initiate the appropriate response. With 

indicating these processes, two ERP indexes 

could be assigned for detection and identi-

fication of concurrent vowels, respectively (Fig. 

6). The first is a negative wave that was 

superimposed on the n1 and p2 waves, and 

peaked around 140 ms after sound onset [44]. 

This component has maximal amplitude in 

central electrodes. The amplitude of this com-

ponent was related to the detection of the 

discrepancy between F0’s, signaling to higher 

auditory centers that two sound sources were 

present [26]. The second ERP component 

associated with concurrent vowel segregation 

was a negative wave that peaked at about 250 

ms after sound onset and was larger over the 

right and central regions of the scalp. As 

mistuned harmonics do not generate this late 

modulation, it was likely related to the 

identification and categorization that followed 

the automatic detection of the double vowel 

stimuli. The first negative modulation was 

indexing automatic detection of the two 

different vowels in the mixture. The second 

negative peak was present only when listeners 

were asked to make a perceptual decision. This 

component may index a matching process 

between the incoming signal and the stored 

representation of the vowels in working me-

mory. Given that vowels are before-learned, the 

second modulation may also reflect the in-

fluence of schema-driven processes in vowel 

identification [26]. 

 

Conclusion 

After introducing ASA by Bregman, many 

consistent studies have been conducted about  

its role in sound source localization. It appears 

that investigation of neural generations and 
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mechanisms of segregation and integration have 

been highlighted by auditory electrophysiologic 

responses or ERPs. At this time, many 

audiologists familiar to auditory neuroscience 

use these components to monitor ASA and 

identify its vague neurophysiologic mechanisms 

in a normal and abnormal population. It is 

thought that many abnormalities such as hearing 

loss, autistic spectrum disorders, and learning 

disorders may have some degree of difficulty in 

perceptual organization of auditory inputs 

followed by ASA problems. These patients 

report significant problems in identification and 

perception of complex auditory signals such as 

speech and music. For Example, it was reported 

that any disorders in concurrent and or 

sequential segregation of sound stimuli may be 

induced to speech perception problems in 

children and adults with hearing loss [43,52,55] 

and dyslexic children [56,57]. Thus, finding 

temporal-related mechanisms of ASA in central 

auditory system is one of the most important 

themes in auditory neuroscience. This objective 

could be investigated more comprehensively in 

temporal domain with ERPs. In addition, it  

is suggested that basic studies using auditory 

electrophysiologic responses would be con-

ducted for better identification of ASA neural 

mechanisms and its role in speech and music 

perception. Also, it is suggested that auditory 

electrophysiologic responses such as n1-p2 

complex, MMN, Speech ABR, and other 

auditory evoked responses could be used in 

hearing impaired persons to monitor auditory 

rehabilitation effects on ASA in lower and 

higher centers of central auditory system. 

 
REFERENCES 

1. Bregman AS. Auditory scene analysis: the perceptual 

organization of sound. 1st ed. Cambridge, MA: MIT 

Press; 1994. 

2. Bregman AS. Auditory scene analysis. In: Basbaum IA, 

Kaneko A, Shepherd GM, Westheimer G, editors. The 

Fig. 6. Group mean difference waves between ERPs elicited by two vowels which their fundamental 

frequencies were separated by .25 or 4 semitones. Brain maps illustrate the amplitude distribution of 

the early (EN1 and EN2) and late (LN) negativity. The peak amplitudes of these waves were 

respectively 150, 250, and 650 ms after sound onset. FCZ=FrontoVentral electrode at the midline. The 

darker grey in the brain maps indicates greater negativity [26]. 



H. Talebi                                                                                                                                                               118 

http://avr.tums.ac.ir                                                                                         Aud Vest Res (2015);24(3):110-119. 

senses: a comprehensive reference. San Diego, CA: 

Academic Press; 2008. p. 861-70. 

3. Koffka K. International library of psychology: principles 

of gestalt psychology. 1st ed. New York: Routledge; 

1999. 

4. Winkler I, Kushnerenko E, Horváth J, Ceponiene R, 

Fellman V, Huotilainen M, et al. Newborn infants can 

organize the auditory world. Proc Natl Acad Sci U S A. 

2003;100(20):11812-5. 

5. Hulse SH, MacDougall-Shackleton SA, Wisniewski AB. 

Auditory scene analysis by songbirds: stream 

segregation of birdsong by European starlings (Sturnus 

vulgaris). J Comp Psychol. 1997;111(1):3-13. 

6. MacDougall-Shackleton SA, Hulse SH, Ball GF. Neural 

correlates of singing behavior in male zebra finches 

(Taeniopygia guttata). J Neurobiol. 1998;36(3):421-30. 

7. Fishman YI, Reser DH, Arezzo JC, Steinschneider M. 

Neural correlates of auditory stream segregation in 

primary auditory cortex of the awake monkey. Hear Res. 

2001;151(1-2):167-87. 

8. Talebi H, Moossavi A, Lotfi Y, Faghihzadeh S. Effects 

of vowel auditory training on concurrent speech 

segregation in hearing impaired children. Ann Otol 

Rhinol Laryngol. 2015;124(1):13-20. 

9. Talebi H, Mehrkian S. Auditory attention: foundations, 

theories, and mechanisms. Audiol. 2013;22(2):1-16. 

Persian. 

10. Hillyard SA, Squires KC, Bauer JW, Lindsay PH. 

Evoked potential correlates of auditory signal detection. 

Science. 1971;172(3990):1357-60. 

11. Martin BA, Sigal A, Kurtzberg D, Stapells DR. The 

effects of decreased audibility produced by high-pass 

noise masking on cortical event-related potentials to 

speech sounds /ba/ and /da/. J Acoust Soc Am. 

1997;101(3):1585-99. 

12. Martin BA, Boothroyd A. Cortical, auditory, event-

related potentials in response to periodic and aperiodic 

stimuli with the same spectral envelope. Ear Hear. 

1999;20(1):33-44. 

13. Martin BA, Tremblay KL, Stapells DR. Principles and 

applications of cortical auditory evoked potentials. In: 

Burkard RF, Eggermont JJ, Don M editors. Auditory 

evoked potentials: basic principles and clinical 

application. 1st ed. Philadelphia: Lippincott Williams & 

Wilkins; 2007. p. 482-507. 

14. Sharma A, Dorman MF. Cortical auditory evoked 

potential correlates of categorical perception of voice-

onset time. J Acoust Soc Am. 1999;106(2):1078-83. 

15. Sharma A, Dorman MF. Neurophysiologic correlates of 

cross-language phonetic perception. J Acoust Soc Am. 

2000;107(5 Pt 1):2697-703. 

16. Vaughan HG Jr, Ritter W. The sources of auditory 

evoked responses recorded from the human scalp. 

Electroencephalogr Clin Neurophysiol. 1970;28(4):360-

7. 

17. Wood CC, Wolpaw JR. Scalp distribution of human 

auditory evoked potentials. II. Evidence for overlapping 

sources and involvement of auditory cortex. 

Electroencephalogr Clin Neurophysiol. 1982;54(1):25-

38. 

18. Woods D. The component structure of the N1 wave of 

the human auditory evoked potential. In: Karmos G, 

Molnar M, Csepe V, Czigler I, Desmedt J, editors. 

Perspectives of event-related potentials research. 

Amstrdam: Elsevier; 1995. p. 102-9. 

19. Escera C, Grau C. Short-term replicability of the 

mismatch negativity. Electroencephalogr Clin 

Neurophysiol. 1996;100(6):549-54. 

20. Tremblay K, Kraus N, McGee T, Ponton C, Otis B. 

Central auditory plasticity: changes in the N1-P2 

complex after speech-sound training. Ear Hear. 

2001;22(2):79-90. 

21. Näätänen R, Picton T. The N1 wave of the human 

electric and magnetic response to sound: A review and 

analysis of the component structure. Psychophysiology. 

1987;24(4):375-425. 

22. Wolpaw JR, Penry JK. A temporal component of the 

auditory evoked response. Electroencephalogr Clin 

Neurophysiol. 1975;39(6):609-20. 

23. Ostroff JM, Martin BA, Boothroyd A. Cortical 

responses to acoustic change within a syllable. Ear Hear. 

1998;19(4):290-7. 

24. Whiting KA, Martin BA, Stapells DR. The effects of 

broadband noise masking on cortical event-related 

potentials to speech sounds /ba /and /da/. Ear Hear. 

1998;19(3):218-31. 

25. Talebi H, Moossavi A, Lotfi Y, Faghihzadeh S. 

Concurrent speech segregation problems in hearing 

impaired children. Journal of Rehabilitation. 

2014;15(1):77-84. 

26. Ohl FW, Scheich H. Orderly cortical representation of 

vowels based on formant interactron. Proc Natl Acad Sci 

U S A. 1997;94(17):9440-4. 

27. Gutschalk A, Micheyl C, Melcher JR, Rupp A, Scherg 

M, Oxenham AJ. Neuromagnetic correlates of streaming 

in human auditory cortex. J Neurosci. 

2005;25(22):5382-8. 

28. Näätänen R, Tervaniemi M, Sussman E, Paavilainen I, 

Winkler I. Pre–attentive cognitive processing (“primitive 

intelligence”) in the auditory cortex as revealed by the 

mismatch negativity (MMN). Trends in Neuroscience. 

2001;24(5):283-8. 

29. Javitt DC, Steinschneider M, Schroeder CE, Vaughan 

HG Jr, Arezzo JC. Detection of stimulus deviance within 

primate primary auditory cortex: intracortical 

mechanisms of mismatch negativity (MMN) generation. 

Brain Res. 1994;667(2):192-200. 

30. Javitt DC, Steinschneider M, Schroeder CE, Arezzo JC. 

Role of cortical N-methyl-D-aspartate receptors in 

auditory sensory memory and mismatch-negativity 

generation: Implications for schizophrenia. Proc Natl 

Acad Sci U S A. 1996;93(21):11962-7. 

31. Sussman E, Ritter W, Vaughan HG Jr. Attention affects 

the organization of auditory input associated with the 

mismatch negativity system. Brain Res. 

1998;789(1):130-8. 

32. Sussman E , Ritter W, Vaughan HG Jr. An investigation 

of the auditory streaming effect using event-related brain 

potentials. Psychophysiology. 1999;36(1):22-34. 

33. Ritter W, Sussman E, Molholm S. Evidence that the 

mismatch negativity system works on the basis of 

objects. Neuroreport. 2000;11(1):61-3. 

34. Sussman E, Winkler I. Dynamic sensory updating in the 

auditory system. Brain Res Cogn Brain Res. 

2001;12(3):431-9. 

35. Snyder JS, Alain C. Age-related changes in neural 

activity associated with concurrent vowel segregation. 

Brain Res Cogn Brain Res. 2005;24(3):492-9. 

http://www.ncbi.nlm.nih.gov/pubmed/9733076


119                                                                                            Surveillance of ASA using event-related potentials 

Aud Vest Res (2015);24(3):110-119.                                                                                         http://avr.tums.ac.ir 

36. Sussman E, Ceponiene R, Shestakova A, Näätänen R, 

Winkler I. Auditory stream segregation processes 

operate similarly in school-aged children and adults. 

Hear Res. 2001;153(1-2):108-14. 

37. Sussman E, Winkler I, Huoutilainen M, Ritter W, 

Näätänen R. Top-down effects can modify the initially 

stimulus-driven auditory organization. Brain Res Cogn 

Brain Res. 2002;13(3):393-405. 

38. Tiitinen H, May P, Reinikainen K, Näätänen R. 

Attentive novelty detection in humans is governed by 

pre-attentive sensory memory. Nature. 

1994;372(6501):90-2. 

39. Kujala T, Halmetoja J, Näätänen R, Alku P, Lyytinen H, 

Sussman E. Speech- and sound-segmentation in 

dyslexia: evidence for a multiple-level cortical 

impairment. Eur J Neurosci. 2006;24(8):2420-7. 

40. Lepistö T, Kuitunen A, Sussman E, Saalasti S, Jansson-

Verkasalo E, Nieminen-von Wendt T, et al. Auditory 

stream segregation in children with Asperger syndrome. 

Biol Psychol. 2009;82(3):301-7. 

41. Hartmann WM. Pitch, periodicity. and auditory 

organization. J Acoust Soc Am. 1996;100(6):3491-502. 

42. Hartmann WM, McAdams S, Smith BK. Hearing a 

mistuned harmonic in an otherwise periodic complex 

tone. J Acoust Soc Am. 1990;88(4):1712-24. 

43. Alain C, McDonald KL, Ostroff JM, Schneider B. Age-

related changes in detecting a mistuned harmonic. J 

Acoust Soc Am. 2001;109(5 Pt 1):2211-6. 

44. Alain C, Theunissen EL, Chevalier H, Batty M, Taylor 

MJ. Developmental changes in distinguishing concurrent 

auditory objects. Brain Res Cogn Brain Res. 

2003;16(2):210-8. 

45. Alain C, Arnott SR, Picton TW. Bottom-up and top-

down influences on auditory scene analysis: evidence 

from event-related brain potentials. J Exp Psychol Hum 

Percept Perform. 2001;27(5):1072-89. 

46. Picton TW, Alain C, Otten L, Ritter W, Achim A. 

Mismatch negativity: different water in the same river. 

Audiol Neurootol. 2000;5(3-4):111-39. 

47. Alain C, Izenberg A. Effects of attentional load on 

auditory scene analysis. J Cogn Neurosci. 

2003;15(7):1063-73. 

48. Assmann PF, Summerfield Q. Modeling the perception 

of concurrent vowels: vowels with different fundamental 

frequencies. J Acoust Soc Am. 1990;88(2):680-97. 

49. Assmann PF, Summerfield Q. The contribution of 

waveform interactions to the perception of concurrent 

vowels. J Acoust Soc Am. 1994;95(1):471-84. 

50. Talebi H, Moossavi A, Faghihzadeh S. Concurrent 

auditory perception difficulties in older adults with right 

hemisphere cerebrovascular accident. MJIRI. 

2014;28(130):1-7. 

51. Reinke KS, He Y, Wang C, Alain C. Perceptual learning 

modulates sensory evoked response during vowel 

segregation. Brain Res Cogn Brain Res. 2003;17(3):781-

91. 

52. Divenyi PL, Haupt KM. Audiological correlates of 

speech understanding deficits in elderly listeners with 

mild-to-moderate hearing loss. I. Age and lateral 

asymmetry effects. Ear Hear. 1997;18(1):42-61. 

53. Divenyi PL, Haupt KM. Audiological correlates of 

speech understanding deficits in elderly listeners with 

mild-to-moderate hearing loss. II. Correlation analysis. 

Ear Hear. 1997;18(2):100-13. 

54. Divenyi PL, Haupt KM. . Audiological comlates of 

speech understanding deficits in elderly listeners with 

mild-to-moderate hearing loss. III. Factor represenlation. 

Ear Hear. 1997;18(3):189-201. 

55. Grimault N, Micheyl C, Carlyon RP, Arthaud P, Collet 

L Perceptual auditory stream segregation of sequences 

of complex sounds in subjects with normal and impaired 

hearing. Br J Audiol. 2001;35(3):173-82. 

56. Helenius P, Tarkiainen A, Cornelissen P, Hansen PC, 

Salmelin R. Dissociation of normal feature analysis and 

deficient processing of letter-strings in dyslexic adults. 

Cereb Cortex. 1999;9(5):476-83. 

57. Sutter ML, Petkov C, Baynes K, O'Connor KN. 

Auditory scene analysis in dyslexics. Neuroreport. 

2000;11(9):1967-71. 

58. Burkard RF, Don M, Eggermont JJ. Auditory evoked 

potentials: basic principles and clinical application. 1st. 

ed. Baltimore: Point Lippincott Williams & Wilkins; 

2007. 

59. Hall JW. New Handbook of Auditory Evoked 

Responses. 1st ed. Boston: Pearson; 2006. 

60. Alain C, Bernstein LJ. From sounds to meaning: the role 

of attention during auditory scene analysis. Curr Opin 

Otolaryngol Head Neck Surg. 2008;16(5):485-9. 

 

http://www.ncbi.nlm.nih.gov/pubmed/?term=Speech+and+sound-segmentation+in+dyslexia%3A+evidence+for+a+multiple-level+cortical+impairment
http://www.ncbi.nlm.nih.gov/pubmed/10884053

