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Introduction 

Hypothesis testing is regarded as an essential 

statistical analysis in clinical research. To ans-

wer the research objectives and make conclu-

sions, the p values are commonly reported to 

determine whether the findings are likely due to 

chance. Lower p values (e.g.<0.05) indicate that 

the difference between the groups is real and 

does not occur by chance. While the hypothesis 

testing offers known benefits in statistical ana-

lyses, it does have some drawbacks worth to be 

highlighted. As suggested by many statisticians 

and researchers, in conjunction with hypothesis 

testing, authors are encouraged to report effect 

size, particularly in clinical research. 

 

Advantages of effect size 

Unlike p value, effect size provides information 

on the magnitude of effect in the given samples. 

Depending on the variables involved, there are 

several types of effect sizes. Due to simplicity, 

Cohen’s effect size (d) is perhaps the most com-

monly reported effect size. For interpretation, 

effect sizes of 0.2, 0.5 and 0.8 are categorized as 

small, medium and large, respectively. 

Consider auditory brainstem response (ABR) 

data recorded from young males and females, as 

shown in Tables 1 and 2. The mean and stan-

dard deviation for wave V latency for both male 

(n=10) and female (n=10) groups are revealed in 

Table 1. As shown by an independent t test, 

males are found to produce a significantly lon-

ger mean wave V latency than females (p=0.02). 

This finding is further supported by a big 

Cohen’s effect size (d=1.18). This demonstrates 

that the gender difference in wave V latency is 

genuine and 20 subjects are sufficient to obtain 

the desired statistical results. 

Table 2 shows the mean and standard deviation 

of wave V amplitude for both female (n=10) 

and male (n=10) groups. Even though females 

revealed a higher mean amplitude (0.35 µv) 

than males (0.26 µV), this difference is found  

to be insignificant (p=0.10). Nevertheless, the 

Cohen’s effect size is large (d=0.81), indicating 

that the difference between the two groups is 

large. In this regard, if only the p value consi-

dered, a conclusion such as “no significant diff-

erence in wave V amplitude was found between 

females and males” would be made. This concl-

usion, nevertheless, can be debatable as the eff-

ect size is large (that indicates the difference 

between the two groups does exist). 

On the other hand, as shown in Table 2, if all 

values are kept constant but more subjects are 

added (20 males and 20 females), the p value is 

now significant (0.01) and the large effect size 

remains (d=0.81). This clearly shows that the 

effect size is not affected much by the sample 

size and the true difference (if any) can be 

revealed even with a small sample size. The  

p value, on the contrary, is highly affected by  

the sample size and insignificant results can  

be obtained if the sample size is small. To  

achieve statistically significant results (p<0.05), 

the sample size must be sufficiently large.
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The above examples reveal one clear advantage 

of effect size, i.e. good study outcomes can still 

be obtained even when the sample size is small. 

From a practical viewpoint, getting large sample 

sizes can be laborious, particularly in clinical 

research. Factors such as the nature of data 

collection, funding and dropout rate should be 

considered. 

For a study that utilizes hearing screening tool 

(e.g. otoacoustic emission) for collecting the 

data, getting a large sample size is easier as the 

testing time is only a few minutes per subject. In 

contrast, it is unrealistic to have a large sample 

size when the subjects are tested with the 

diagnostic ABR (as the testing time can be at 

least one hour per subject). As researchers, 

having large research grants is the ultimate aim. 

However, some research grants are difficult to 

procure and the funding for research may not be 

sufficient. Inevitably, this limits the recruitment 

of a higher number of subjects in the research. 

The dropout rate is also an important factor and 

it is perhaps more prominent in experimental 

research, in which the effectiveness of new 

treatment methods is studied. Since frequent 

visits to respective research centres or clinics 

are typically required for completing the data 

collection, subjects may not be able to give full 

commitments leading to incomplete data and 

small sample size. 

When conducting clinical research, getting “cli-

nical significant” outcomes is more favorable 

than having only “statistical significant” results. 

The hypothesis testing is clearly about getting 

statistical significant outcomes and the data  

may not be beneficial clinically. Even though 

debatable, the effect size is a better option and 

the data may be used for making clinical 

Table 1. Analysis of wave V latency of auditory brainstem response (ABR) 
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Table 2. Analysis of wave V amplitude of auditory brainstem response (ABR) 
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judgments. 

For a study to be recognized and valid, its type 

II error should be low, so that its statistical 

power would be high (>0.80). Having high 

statistical power implies that the difference 

between the groups (if any) is genuine. To 

calculate the statistical power of a particular 

study, the effect size is required. The p values, 

on the other hand, are only related to type I error 

(incorrect rejection of a true null hypothesis). 

For an optimum decision making, both p  

values and statistical power should be taken  

into account. Furthermore, depending on other 

variables, in cases where the p values are 

insignificant (>0.05), even medium effect sizes 

would produce high statistical power (>0.80). 

This further supports the superiority of effect 

size in the data analysis. 

 

Conclusion 

Based on the aforementioned points, having  

the effect size is clearly useful in statistical 

decisions. Thereupon, I urge readers, research-

ers and colleagues to include effect size (when-

ever applicable) to support decision making in 

research. 

 


